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Major Depression (MDD) and Control
Lower repeat modulation in MDD |[3]:

Introduction Cognitive control as a meta-level MDP

Controllability bounds the differential utility of different actions VOC can be maximized by solving a simpler meta-level MDP |5]:

Therefore, rational agents should invest less time into planning, e S-armed bandit task with 8 sequential choices
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the less control they have over their environment

metalevel states S&g — [(ut,71)} are beliefs about Q-values: ¢ independent, unknown reward distributions (R € {0,---,9})
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comp. actions C: L: stop planning, ¢;: simulate action 2

What is the optimal tradeoff between planning time and expected

gain, and how does it depend on controllability? e MDD patients exerted less control: less likely to stick with good

arms and move away from bad arms (repeat modulation).
Can the optimal tradeoff explain aberrant planning and decision

making? sEheriels

pPieta: Bayesian learning from ¢ ~ N (Q(s, a;), T; ) Simulations:

, , erceived lack of control (hieh «) = reduced repeat modulation
reward fct. R™eta. —cost(c;) for computations, cumulative re- P v (hig ) b

Resource-Rational Plaﬂﬂiﬂg ward expected under current meta-level belief for . Em.plirical Dlata [H_WS* et al, 2099): | Simulated Data:
Sample-based planning: Analytic results enable efficient approximate solutions |5, 6]. o 4 Q S
Here we model how the brain solves large Markov decision problems I % 0.1
(MDPs) as Monte-Carlo tree-search based on [1]: Resource-Rational Effects of Control £ I m l %‘”’5
EL ) | o
. 1 A 1. Effect on exploration vs. exploitation ﬂi Di ji - " T
Q(S7 a) - E Z (T(S’ s Si) u V(SZ)) ’ o P(St—|—1‘5t7 &) (1) Outﬂume ﬂbtalnedeonce ° Ditain:d Gfrtccnf*ﬁle
V(s) = max{Q(s,a1), - ,Q(s,an)} (2) Control determines the dif- [yt . .
ferential value of explo- Eg : Discussion
1. Q(s, a): est. expected cumulative reward for action a in state s ration vs. exploitation |3, © EDE' _ Alternative EXplanations:
4]. Our model explains how 52'1 1 2 34 ¢ 1. reduced processing speed — increased
2. V(s): value of state s controllability can be taken Number of Choices | b 5 SPEEd
. . . cost of comp. — less planning (see —>)
into account with a cogni- Estimated value of exploration in the
Resource-Rationality: tively plausible amount of 8 armed bandit task by [3] for high vs. 2. perceived lack of control impairs learn-
computation. ' f
The resource-rational |2| decision which actions to simulate and how P low control based on 200 simulations ing (cf. [7])

with £ = 2 samples per inner node.

often (c) maximizes the value of computation (VOC): Conclusions
¢ = arg max VOC(c) 2 Effect on mental effort 1. Reso.urce—rationalit}.f 2] explair.ls. why pe.ople track control and
ceCn how it shapes learning and decision-making

We derived bounds on the number of simulations n chosen by the
optimal meta-level policy

VOC(e) = Ep(pe) |maxEp(q /5 [Q(s, a)] — cost(c)|

a . Impaired decision-making and learning |7| in major depression

may result from the perceived lack of control (helplessness)

: ] k 1 sample
Uncertain MDP and prior knowledge about control n < p—— (c Nor min{7? + 7>mP! }> . Uncontrollability reduces the utility of goal-directed decision
min; 7, - ¢ . . . . . . .
In general, the MDP is partially unknown. Planning under uncertainty ' making. This may trigger a shift to habitual or Pavlovian choice.
about outcome probabilities @ was formalized as an augmented MDP: n > L . ( L IIlaX{T 1 Sample}) ,
- maxz Zsa,mple C - /27'(-
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